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# Introduction

1. This submission has been jointly prepared by the national human rights institution (NHRI) staff members responsible for technology and digital rights within the NHRI Digital Rights Alliance (Alliance).
2. Established in March 2022, the Alliance is a global network of NHRIs from 24 countries,[[1]](#endnote-2) which aim to consolidate the role of NHRIs in the digital age to better protect and promote digital rights and freedoms.
3. The Alliance is committed to addressing the challenges of digitalisation on human rights.[[2]](#endnote-3)
4. The Alliance welcomes the opportunity to make this submission to the Human Rights Council Advisory Committee (Committee) in response to its [Call for Input](https://www.ohchr.org/en/calls-for-input/2023/call-inputs-study-human-rights-council-advisory-committee-human-rights) and to contribute to the discussion of new and emerging technologies in the military domain (NTMD) from a broader international human rights and international law perspective.
5. This submission was principally prepared by the Australian Human Rights Commission and the Danish Institute for Human Rights (DIHR), with input and consultation from all other members.

## Summary

1. This submission focuses on lethal autonomous weapon systems (LAWS). The Alliance calls for a full ban of LAWS where the technology is incompatible with international human rights law, international humanitarian law and international law, because LAWS:
* may be used in civilian contexts (outside of conflict zones) such as policing and border control
* create a responsibility gap that would deprive the victims of mass human rights violations any remedy and reparation.

# Definitions

## LAWS

1. LAWS can be understood as weapons that independently select and attack targets.[[3]](#endnote-4) LAWS include unmanned aerial vehicles, unmanned surface vessels, unmanned underwater vessels and unmanned ground vehicles (amongst others).[[4]](#endnote-5)
2. With the militarisation of civilian security, it is expected that LAWS are not only deployed in battlefields – but also in policing, border control or prison security.
3. Most LAWS, in their current form, are not truly a fully autonomous weapons system – as there is usually ’some form of human intervention, even if only to activate it’.[[5]](#endnote-6)

## Weapons system

1. A weapon system is ‘[a] combination of one or more weapons with all related equipment, materials, services, personnel, and means of delivery and deployment (if applicable) required for self-sufficiency’.[[6]](#endnote-7)

# Question 1

1. International law requires that States utilising LAWS and other NTMD abide by international obligations. This is a critical component of this submission. If such technologies are developed and deployed in a regulatory vacuum, there are risks of misuse.
2. However, it is worth noting that international human rights law is most effective when States comply with such obligations. As it the case with nuclear weapons, there is always the possibility of nations developing and deploying LAWS in disregard of international law.
3. It is also a possibility that NTMD could fall into the hands of terrorist groups or non-state actors who may disregard international human rights law. The issue of proliferation must always be a concern when considering NTMD.

## *Jus ad bellum* and *jus in bellum*

1. At all stages when considering NTMD, States are required to comply with international human rights law principles. Although much attention is paid to technical compliance with the *jus in bellum* notions of distinction and proportionality – other principles must not be forgotten. The principle of necessity requires compliance as well. Compliance should be observed during both planning and execution.
2. LAWS need to be considered in the context of broader international human rights law, beyond *jus in bellum* in isolation. Narrowing discussion of LAWS to just *jus in bellum* principles, may set a lowered bar for legality under international human rights law.
3. International human rights obligations must be upheld by States not only when deploying LAWS, but also when deciding to fund the development or procurement of NTMD in association private corporations.

## Additional legal frameworks

1. LAWS will also have applications outside of formal armed conflict. With the increasing militarisation of borders and policing, autonomous weaponry may be integrated into these spaces. In such situations, LAWS must comply with international human rights law, refugee law, tort law,[[7]](#endnote-8) and corporate criminal and civil liability laws.
2. Given the wide possible use of LAWS, the *International Covenant of Civil and Political Rights*, *Convention against Torture*, *Convention on the Rights of Children* and the *Rome Statute* may also be relevant.
3. The use of LAWS will also be contrary to the ‘Martens Clause’ on principles of humanity.[[8]](#endnote-9)
4. With increasing adoption of business obligations to protect and promote human rights, several *soft law* instruments are relevant, including (but not limited to):
* [Basic Principles and Guidelines on the Right to a Remedy and Reparation for Victims of Gross Violations of International Human Rights Law and Serious Violations of International Humanitarian Law](https://www.ohchr.org/en/instruments-mechanisms/instruments/basic-principles-and-guidelines-right-remedy-and-reparation).
* [Declaration of Basic Principles of Justice for Victims of Crime and Abuse of Power](https://www.ohchr.org/en/instruments-mechanisms/instruments/declaration-basic-principles-justice-victims-crime-and-abuse).
* [Responsibility of States for Internationally Wrongful Acts](https://legal.un.org/ilc/texts/instruments/english/draft_articles/9_6_2001.pdf).
* [Updated Set of principles for the protection and promotion of human rights through action to combat impunity](https://documents-dds-ny.un.org/doc/UNDOC/GEN/G05/109/00/PDF/G0510900.pdf?OpenElement).
1. It is important that in considering the breadth of applicable international law and human rights law, the work of other international, regional and international groups should be considered, to avoid a fragmented approach to addressing NTMD.

# Question 2

1. Article 1 of Protocol I to the Geneva Conventions calls on all States to take measures to ensure that international human rights law is given full effect. The development and deployment of LAWS requires careful consideration of international human rights law. Transparency on the development and capabilities of NTMD is fundamental for responsibility and accountability. It is likely that an independent international governance board will be required to audit and ensure that algorithm-powered NTMD are compliant with international legal frameworks.
2. Article 36 of Protocol I to the Geneva Conventions places an obligation on States to carry out legal reviews of new weapons to ensure conflict is conducted in accordance with international law. However, article 36 contains no mechanism to ensure accountability of reviews.
3. NTMD are increasing at an exponential rate, with several emerging technologies being trialled in existing conflict zones.
4. There needs to be a strengthened investigatory and reporting measure on NTMD. Such a response should be independent of States, in the form of a new Special Rapporteur on New and Emerging Military Technologies in the Military Domain.

# Question 4

1. As noted by the Special Rapporteur on the promotion and protection of human rights and fundamental freedoms while countering terrorism, Fionnuala Ní Aoláin, technologies are being ’misused worldwide to restrict and violate human rights’.[[9]](#endnote-10)
2. The use of NTMD will violate non-derogable rights – because of a lack of oversight and impunity for those who utilise NTMD (as discussed below),[[10]](#endnote-11) in addition to challenging fundamental notions of human rights.

## Artificial intelligence

1. The use artificial intelligence (AI) can have a catastrophic effect if it is deployed without appropriate regard for human rights.[[11]](#endnote-12) The use of AI in military domains, such as national security, can greatly impact the right to privacy – and broader rights (discussed below).[[12]](#endnote-13)
2. The Alliance has previously discussed the role of AI and human rights in its [input](https://www.un.org/techenvoy/global-digital-compact/submissions) to the United Nations Global Digital Compact.[[13]](#endnote-14)
3. Where AI is utilised in NTMD, as opposed to in civilian applications, the risks to human rights and life are paramount.

## Right to life

1. The use of many NTMD deprives a person of their right to life under international human rights law. As the Human Rights Committee noted in General Comment No. 36 (2019) this right is ’the supreme right from which no derogation is permitted, even in situations of armed conflict or other public emergencies that threaten the life of the nation’.[[14]](#endnote-15)
2. Countries are utilising LAWS in an unregulated environment to deprive individuals of their right to life. The most documented use of LAWS has been in the Libyan civil war and the Russia-Ukraine War.[[15]](#endnote-16) The use of such technology in active conflict zones is greatly concerning.

## Proportionality

1. To ensure that the use of NTMD is done in accordance with international law, its use must be proportionate.[[16]](#endnote-17) The perceived advantages must outweigh the harms.[[17]](#endnote-18)
2. States are increasingly integrating algorithms into law enforcement and national security responses.[[18]](#endnote-19) NTMD utilising AI directly impacts proportionately, as autonomous weapons do not have the moral capacity to understand the value of a human life.
3. United Nations Secretary-General, António Guterres, has declared that machines determining proportionality in life-or-death situations is ’politically unacceptable and morally repugnant’.[[19]](#endnote-20)
4. Although humans are by no means perfect decision makers during conflict, they possess’ compassion and intuition – qualities that algorithms can never possess.[[20]](#endnote-21) This poses a unique problem in complying with international rules of war when utilising AI-driven NTMD.

## Necessity

1. The principle of necessity requires that there is no other means possible to eliminate a threat. Any force used must be the minimum amount that is reasonable in the circumstances.
2. It is a questionable whether LAWS will be able to comply with this requirement, not only in the context of conflict, but in policing or counterterrorism.

## Discrimination

1. NTMD, especially those utilising algorithms, may result in discrimination which can lead to tragedy.
2. Algorithmic bias is a phenomenon where an AI outcome results in discrimination.[[21]](#endnote-22) When used in civilian contexts there are risks of unlawful discrimination.[[22]](#endnote-23) However, when algorithmic bias occurs in NTMD, this can be a matter of life-or-death.
3. Facial recognition technologies (FRT) utilise AI and pattern recognition, and are often unreliable. Several FRT products have already been found to perform better for those with light skinned and masculine appearances, while failing to recognise feminine appearances, people of colour or people with disability.[[23]](#endnote-24)
4. Several NTMD already utilise FRT which may result in the wrong people being targeted – disproportionately impacting marginalised people. This issue is compounded when NTMD are deployed in policing in areas where vulnerable, and at risk, groups live.

## Universality and inalienability

1. Human rights are universal. They are not provided by any State and are inherent to all – regardless of personal characteristic or circumstance. Universality is the cornerstone of international human rights law. This is a principle which was introduced under the Universal Declaration of Human Rights (UDHR) in 1948 and has been recognised across human rights conventions, declarations and resolutions.[[24]](#endnote-25)
2. Human rights are also inalienable and cannot be taken away, except in specific situations and according to due process.[[25]](#endnote-26) As noted throughout this submission, it is often difficult for NTMD to adhere to international human rights and humanitarian law or for it to apply to due process.
3. It is likely that NTMD, especially those utilising AI, will challenge principles of universality and inalienability. These are two principles which must remain at the forefront of all human rights discussions of NTMD.

## Accountability

1. Access to justice and reparations are well established principles in international law.[[26]](#endnote-27)
2. A Nuremberg Tribunal judgment has previously stated ’crimes against international law are committed by men, not by abstract entities, and only by punishing individuals who commit such crimes, can the provisions of international law be enforced’.[[27]](#endnote-28)
3. Ensuring a framework of accountability to ensure perpetrators are held responsible, and victims’ rights are upheld, is crucial to rule of law and to ensure deterrence. However due to issues explored below, accountability is challenged by the use of LAWS.

# Question 6

1. Although there are many strategies to protect the right to equality and non-discrimination in the design and deployment of NTMD, a principal safeguard should be the inclusion of an ‘informed human in the loop’. This is especially important where NTMD utilises data sets and algorithms. There should always be an individual who has oversight of the design, deployment and use of NTMD.
2. While a human in the loop may improve accountability and fairness, they must be educated on the risks of discrimination in NTMD.[[28]](#endnote-29) Individuals who have oversight of NTMD (especially NTMD that make decisions or utilise AI) need significant training on the flaws of data sets, algorithms and AI tools. They must also be encouraged to scrutinise AI-outcomes, especially where such outcomes can result in the deprivation of life.
3. However an ‘informed human in the loop’ in isolation is insufficient, there must be additional safeguards in place, and consideration given to whether the specific functions of a NTMD should even be automated.[[29]](#endnote-30)

# Question 17

## Australian Human Rights Commission

1. On 07 June 2023, Human Rights Commissioner, Lorraine Finlay, participated in RightsCon Costa Rica. Commissioner Finlay delivered the speech [‘Stopping Killer Robots – Prohibiting the use of Lethal Autonomous Weapon Systems’](https://humanrights.gov.au/about/news/speeches/stopping-killer-robots). The speech called for urgent legislation to effectively regulate LAWS and limit their misuse. The speech summarised the key issues around LAWS, including technical inaccuracies of FRT and its possible implications in rising domestic terrorism and broader arms races. The Commission continues to advocate for LAWS regulation.
2. The Australian Human Rights Commission has also examined the use of neurotechnologies in military spheres as part of its upcoming Background Report on Neurotechnology and Human Rights.
3. The Australian Human Rights Commission has prepared its own submission to this inquiry.

## Danish Institute of Human Rights

1. The DIHR has been working on the broader impact of new technologies on digital and human rights. DIHR is the Chair of the [NHRIs Alliance for Digital Rights](https://www.humanrights.dk/files/media/document/Concept%20Note%20-%20NHRI%20Alliance%20for%20Digital%20Rights.pdf) and have produced a number of reports and publications on accountability of business and states in relation to new technologies, democracy and human rights. DIHR’s work can be found [online](https://www.humanrights.dk/technology).

# Question 27

1. Although international human rights and humanitarian law may have application to NTMD, it is questionable how well existing laws function. NTMD are often novel in both design and application, creating difficulties for the application of existing legal frameworks.
2. It has been an open question whether certain NTMD, such as LAWS, can ever meet the requirements of international human rights or humanitarian law.[[30]](#endnote-31)
3. State and individual responsibility is a prerequisite to ensuring accountability for the violation of any international human rights and humanitarian law. Such individual responsibility is often not present in NTMD, especially those integrating AI, so ensuring accountability is difficult.
4. How then can international human rights and humanitarian law apply to ensure accountability if a technology is responsible for loss of, or harm to, life? This question of liability under international human rights and humanitarian law has been considered extensively with no definitive answer.[[31]](#endnote-32)
5. For international human rights and humanitarian law to apply to many NTMD, especially those utilising AI, the Committee must consider where legal liability shall fall. This will involve considering a wide array of international human rights laws and frameworks. It is important that the responsibility of the private sector also be specifically addressed in response to blurring liability between States and private organisations.
6. Without an individual being held accountable for the actions of NTMD, it is questionable if international human rights and humanitarian law sufficiently protects human rights by ensuring accountability.
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